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In lung CT images, the edge of a tumor is frequently fuzzy because of the complex relationship between tumors and 

tissues, especially in cases that the tumor adheres to the chest and lung in the pathology area. This makes the tumor 

segmentation more difficult. In order to segment tumors in lung CT images accurately, a method based on support vec-

tor machine (SVM) and improved level set model is proposed. Firstly, the image is divided into several block units; 

then the texture, gray and shape features of each block are extracted to construct eigenvector and then the SVM classi-

fier is trained to detect suspicious lung lesion areas; finally, the suspicious edge is extracted as the initial contour after 

optimizing lesion areas, and the complete tumor segmentation can be obtained by level set model modified with mor-

phological gradient. Experimental results show that this method can efficiently and fast segment the tumors from com-

plex lung CT images with higher accuracy. 
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Lung cancer is one of the threats to human life and health, 

so early detection and diagnosis of lung cancer has got 

more and more attention. Medical image processing pro-

vides a quick and accurate method for tumor identifica-

tion, diagnosis and treatment, with the tumor segmenta-

tion as the key step[1]. In recent years, researchers have 

proposed many segmentation methods aiming at fast and 

efficient tumor segmentation, including threshold 

method, region growing method, fuzzy clustering 

method (FCM), neural network method, graph cut theory, 

active contour model and so on[2,3]. Shan et al[4] proposed 

a region growing method combined with the optimal 

threshold, finding the seed point with iterative threshold 

and realizing the image segmentation with region grow-

ing. This method needs no artificial marker seed, but the 

segmentation accuracy of region growing method de-

pends on the seed point, so the result is not accurate for 

lung tumors with shadow region and inhomogeneous 

intensity. Fuzzy clustering algorithm[5,6] is more simple 

and fast, but the selection of initial clustering center is 

relatively difficult for lung tumors with blur edge or ad-

hesion to tissues. Neural network image segmentation[7] 

has strong learning ability; however it has high require-

ments for training samples. If the number of training 

samples is too small, it often results in over fitting and 

local optimum, leading to worse generalization perform-

ance. Shan et al[8] proposed medical image segmentation 

based on the assumption that gray level within the tumor 

region is homogeneous with neural network classifier 

trained by multidimensional mixed characteristics. Graph 

cut theory[9] is an energy model of minimizing images, 

which can take account of both the edge and region in-

formation features, and possesses good segmentation 

effect. Nevertheless, the parameter setting of the energy 

function requires high level and frequent man-machine 

interaction, bringing limitations in the fast medical image 

segmentation. Lan Hong et al[10] adopted the marker con-

trolled watershed algorithm to optimize initial contour 

curve, and then extracted the target edge by the Snake 

model. This method is suitable for segmenting large ar-

eas with uniform gray distribution. 

In lung CT images, some tissues such as vessels and 

soft tissues have similar gray values to tumor images and 

adhering tumors. Meanwhile, various sizes and complex 

environment of lung tumors often present fuzzy edges 

although their gray values are higher than those of the 

background of lung region. Aiming at the complex envi-

ronment between tumors and tissues, we put forward a 

lung tumor segmentation method based on support vector 

machine (SVM) and the level set. Firstly, the statistical 

learning method is used to detect the tumor region, train-

ing the classifier in terms of block features of image 

training sets and taking the texture, gray and shape fea-

tures as the basis for classifying test samples; and then 

the level set model modified by morphological gradient 

is taken to segment the tumor more accurately. The edge 
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of suspected lesions is extracted as the initial evolving 

contour, which can not only eliminate the noise and en-

hance edge information, but also retain the marginal in-

tegrity. 

The process is shown in Fig.1, which includes 3 steps: 

Step 1: Divide the image into sub blocks with fixed 

size to test and extract the sub block features; 

Step 2: Detect the suspected lesion, training the SVM 

classifier, inputting the test image and conforming the 

feature classification; 

Step 3: Segment tumors by the improved level set 

method, optimizing the suspected lesion area and then 

extracting the edge as the initial contour. 

According to the physiological characteristics of lung 

cancer, the tumor is generally located in the lung, and 

some special adhering tumors can be connected to the 

lung area, with erosion of the pleura. In lung cancer CT 

images, texture, gray scales and shape features are obvi-

ously different from those of other tissues, so we use 

their statistical characteristics to distinguish the tumor 

and background. In order to accelerate the classification 

of SVM, a lung CT image is divided into several equal 

sub blocks. To avoid too many block samples containing 

both tumors and other tissues, the blocks should not be 

too large. 

 

 

Fig.1 The proposed flowchart 

 

The circularity serves as the shape feature of tumor 

target in sub blocks, which is defined as: 

2

C
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where
C

[0,1]R ∈  is the circularity; A and P represent the 

area and perimeter, respectively. When the target shape 

is close to a circle, 
C

R  is approaching 1. The gray feature 

is averaged to all gray values in the sub blocks, while the 

texture feature[12] is calculated by the convolution be-

tween Gabor filter and sub block in different directions 

and frequencies. 

Assuming the two-dimensional Gabor function h(x,y) 

is the mother wavelet, Gabor wavelet filter can be ob-

tained through the scale and rotation transformation: 
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where θ  and m

c
−  respectively denote the chief axis di-

rection and scale factor. The direction and scale of the 

Gabor filter are adjusted by m and n. 

By extracting the shape, gray and 16-dimentional tex-

ture features (4 scales, 4 directions: 0°, 45°, 90°, 135°), 

the 18-dimentional eigenvectors are treated as the SVM 

classifier samples. 

SVM is a statistical machine learning method based on 

Vapnik-Chervonenkis (VC) dimensional theory and the 

structural risk minimization, and is suitable for classifi-

cation problems of the finite small samples. SVM has 

good generalization ability[13,14]. One can select the best 

compromise between model complexity and learning 

ability based on the sample information. In the case of 

small samples, SVM shows advantages in aspects of 

convergence, training speed and classification accuracy. 

Since most sample sets existing in original space are lin-

ear and inseparable, a nonlinear mapping function 
d

: R HΦ →  is required to map the input data to a novel 

high dimensional space H and establish optimal hyper-

plane with maximum classification distance, making the 

sample sets linear and separable. The corresponding dis-

criminant function is: 
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where
i

α denotes the Lagrange coefficient, 0
i

α ≥ , 

i=1,2,3,…,n; *

b  is the surface offset of optimal classifi-

cation;{( , ), 1, 2, }
i i
x y i N= L and{( ( ), ),

i i
x yϕ  i=1,2,3,…,N} 

respectively denote the sample set in d

R  and H. Here, 

the kernel function ( , ) ( ) ( )K x y x yϕ ϕ=  is introduced to 

abandon the complex high-dimensional computation. 

The final optimal classification discriminant function is 

redefined as follows: 
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The common SVM kernel functions include radial ba-

sis function, polynomial function, S function and so on. 

This paper chooses the Gaussian radial basis function 
2 2( , ) exp( )

i i
K x x x x δ= − −  (

i
x  is the center of the 

kernel function and δ  is the width of the Gaussian ker-

nel) to train SVM classifier, where the penalty factor and 

kernel parameter[15] are the focus. 

SVM classifier model is established by the following 

steps: select equal number of positive (tumor) and nega-

tive (background) values as samples, and their training 

sets, test sets data and each dimensional feature are re-

spectively normalized to reduce the loss of information. 

The principal component analysis is employed to fuse 
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features, reduce the feature dimension and eliminate the 

relativity among the features. Finally, the cross-

validation grid-search method is sequentially used to 

search the optimal penalty and kernel parameter in large 

and then small effective ranges to accelerate the classi-

fier. 

For each sub block sample unit, the suspected lesion 

area can be determined and marked by the normalized 

test sample data classification. Since the sub block is 

rectangular, most blocks contain both tumor target and 

non tumor regions which are with similar features to the 

tumor, especially for the adhering tumor. Generally, lung 

and tumor are interconnected in lung CT images. For the 

purpose of extracting the tumor target, we calculate the 

area of the suspected tumors and compare it with the 

threshold, remove those areas less than the thresholding, 

and the rest is the tumor target. 

The level set[16] embeds two-dimensional curve of the 

image space into three-dimensional surface as the zero 

level set. The curve of zero level set varies with the sur-

face evolution, and the evolution result of the mobile 

curve surface is determined by the zero level set position. 

The great advantages of the level set are stability and 

topological independency, and the topological structure 

can naturally change during the evolution. 

Since there may exist noise and texture details in de-

tected tumors, it is difficult to segment the tumor contour 

accurately when the level set method is directly used. 

Therefore, the variable morphological closing operation 

is adopted to modify the gradient image. In the gradient 

image, the pixel with high gradient value usually corre-

sponds to the actual contour of the original image, while 

the noise and details in the target area correspond to the 

low gradient gray level, which makes it possible that 

different gradients can employ morphological closing 

with different structure elements to preserve the contour 

position and eliminate local minimum noise and details. 

The morphological structure element (circular struc-

ture element) radius r changes with the gradient l, that is: 

l r↑⇒ ↑ .                                                  (5) 

The reason for the use of circular structure elements is 

that the same distance between each pixel gradient value 

and its neighborhoods can be held during the gradient 

modification. The gray level difference between the cur-

rent pixel and its neighborhood is reflected by the sum of 

mean square deviation. For example, the pixel ( , )x y  

with 4-connected neighbors, the gradient value and its 

sum of square deviation of all pixels in the neighborhood 

is defined as follows: 
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where d is the distance between the current pixel and 

target pixel, while 1/d is the weighting coefficient; 2

C
σ  

and ( , )l x y  denote the square deviation and gradient 

value, respectively. 

Eq.(5) indicates that the gradient level l is a decreasing 

function of the structure element radius r. In order to 

describe the quantitative relationship between r and l, a 

structure elements matrix ( , )x yR  is constructed with the 

same size of the gradient image, in which each point de-

notes the corresponding modified size of structure ele-

ment for the gradient image. The quantitative relation-

ship between r and l is calculated by the following equa-

tion, i.e., 

2
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where α  denotes the regulative factor, and r(x,y) is the 

size of structure element. 
max

R is the maximum radius of 

the structure element. 

The modified image is the layer contour after the mor-

phological closing operation with different structure 

element radii for different layers: 

m d
( , ) ( , ) ( , )g x y g x y x y= • R  ,                                   (8) 

where 
d
( , )g x y   is the morphological gradient image. 

In the level set segmentation, if the contour of modi-

fied rectangle block sample is viewed as a planar closed 

curve L, the curve can be impliedly expressed as an 

equivalence curve which has the same value of a 3D con-

tinuous function ( , , )x y tφ  at a certain moment. Let 

( , , )x y tφ  be the level set function, the sign distance func-

tion is defined as: 

( , ) 0x t sφ = = ± ,                                                  (9) 

where s is the shortest distance from point x to the initial 

closed curve L(t=0), whose sign depends on the point x 

inside or outside the curve. Generally, inside is positive 

and outside is negative. 

Introduce energy function as follows: 

, ,

( ) ( ) ( )
g

E P E λ νφ μ φ φ= + ,                                  (10) 

where μ denotes the internal energy weight. The internal 

energy function is defined as: 

2
1

( ) ( 1) d d
2

P x yφ φ
Ω

= ∇ −∫∫ ,                                   (11) 

where Ω  is the image domain. The internal energy func-

tion is mainly used to restrain over deformation in 

evaluation, decide whether ( , , )x y tφ  is closed to the sign 

distance function, avoid the level set function repeated 

initialization and reduce the computational complexity. 

The definition of external energy function is: 

, ,

( ) ( ) ( )
g g g

E A Bλ ν φ λ φ ν φ= +  ,                               (12) 

where ν is a constant (if the target is inside the curve, 

0ν > , ensuring the curve to shrink inward to the object 
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edge; otherwise, 0ν < , outward to the object edge); 

λ ( 0λ > ) is a coefficient. ( )
g

A φ  and ( )
g

B φ  are used to 

calculate the length of closed curve and speed up the 

curve evolution, respectively. They are respectively de-

fined as follows: 

( ) ( ) d d
g

A g x yφ δ φ φ
Ω

= ∇∫∫  ,                                   (13) 

( ) ( )d d
g

B gH x yφ φ
Ω

= −∫∫  ,                                       (14) 

where δ and H denote the Dirac function and the 

Heaviside function, respectively, and g is the edge detec-

tion function defined as: 
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where Gσ  is the Gaussian filter. The external function 

can make the curve infinitely approach the target edge. 

When the zero level set function evolves to the stable 

state, it satisfies the following condition: 

0
E

t

φ
φ
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∂ ∂

 .                                                      (16) 

Therefore, the level set evolution can be rewritten as: 
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The level set function is updated in the two-  dimen-

sional plane without calculating the evolution result dur-

ing the curve evolution, and the zero level position ob-

tained is the final tumor segmentation contour. 

After the improved level set segmentation, the com-

plete and accurate lung tumor contour can be achieved. 

In this section, 193 pieces of clinical medicine CT  

lung tumor images are selected to test the performance of 

the proposed method. All simulations are implemented in 

MATLAB, and the resolution of test images is 

1 920×1 200. 123 images are training sets and 70 images 

are for testing, in which there are 18 images with adher-

ing tumor. 

Fig.2 shows the lung benign tumor segmentation re-

sults using different methods. Fig.2(a) is the original 

image, Fig.2(b) is the result of suspected lesions detected 

by SVM (C=90, γ=25), and it is obvious that speckle 

noise and other formation exist. Fig.2(c) is the gradient 

image after the area thresholding (132 pixels), and it can 

be seen that other small tissues around the tumor are 

eliminated. Fig.2(d) is the result of Fig.2(c) after gradient 

modification (Rmax=16, α=0.06). Fig.2(e) shows the final 

segmentation result using the proposed method with the 

level set model (μ=0.1, λ=5, ν=1.5) on the basis of 

Fig.2(d). Fig.2(f) is the superposition of the proposed 

segmentation result and the original image, and it can be 

seen that the noise details and non-target areas in the 

detection region are eliminated, while a complete tumor 

contour is preserved. Fig.2(g) and (h) are the segmenta-

tion results by optimal thresholding region growing and 

traditional level set model, respectively, and they are 

both under segmentation and there exists tumor contour 

bias. Compared with the expert manual outline as shown 

in Fig.2(i),  the proposed method has higher positioning 

accuracy in the lung tumor segmentation. 

Fig.3(a) is a CT tumor image with lung and tumor ad-

hesion. Fig.3(b) shows the tumor lesion area detected by 

SVM (C=97, γ=22), indicating that the tumor features 

(shape, texture and gray) determined by training sample 

sets have better ability to separate tumor from lung edge 

tissue. Fig.3(c) demonstrates the result after the local 

optimization in improved level set (μ=0.1, λ=5, ν=1.5, 

Rmax=15, α=0.1), and it is almost the same as Fig.3(f). In 

contrast, Fig.3(d) and Fig.3(e) are under segmentation, 

where part of the tumor is outside the segmented contour 

since the gray value discrimination of target is affected 

by the fuzzy edge of adhering tumor. 
 

     
(a) The original  image                     (b) SVM detection result (amplification）     (c) Gradient image after area thresholding 

     
(d) Gradient modification                    (e) The proposed level set segmentation      (f) The superposition of the proposed method 
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(g) Region growing with optimal thresholding    (h) The traditional level set segmentation           (i) The expert manual outline result 

Fig.2 Benign tumor segmentation results in lung CT image with different methods 

 

     
(a) The original  image                      (b) SVM detection result (amplification)                (c) The proposed segmentation 

     
(d) Region growing with optimal thresholding    (e) The traditional level set segmentation           (f) The expert manual outline result 

Fig.3 Adhesion tumor segmentation results in lung CT image with different methods 

 

For the quantitative evaluation of the proposed seg-

mentation, the actual segmentation area and expert out-

line are overlapped, and the fault tolerant rate and accu-

racy rate are introduced as the evaluation parameters. 

The fault tolerant rate is defined as: 

h a
[ ( )] /F N N N N= − ∩ ,                                        (18) 

where
h

N and 
a

N  are pixel numbers of real tumor out-

lined by an expert and segmentation result  methods, 

respectively; 
h a

N N∩ denotes the overlapping pixel 

number of the area marked by experts and segmentation 

method. N  is the total pixel number of the tumor. 

The accuracy rate P is defined as: 

h a h
[ ] /P N N N= ∩ .                                                 (19) 

The smaller F and the larger P indicate that the seg-

mentation result is closer to the manual area, and its ac-

curacy is higher. Tab.1 gives the data comparison of dif-

ferent segmentation methods for Fig.2 and Fig.3, which 

shows that the proposed method has smaller fault toler-

ance rate and higher accuracy than the region growing 

and traditional level set methods. 

Tab.2 shows the computational complexity compari-

son between the traditional level set and the proposed 

method. In contrast, the proposed method avoids the 

time-consuming process of dealing with all the pixels of 

the whole image in the traditional level set, and greatly 

reduces the calculation time. 

 

Tab.1 Comparison of different segmentation methods 

Tissue Index (%)
Region 

growing  

Traditional 

level set  

The proposed 

method 

F  11.31 13.72 6.23 Benign 

tumor 
P  91.18 90.83 95.32 

F  10.68 12.06 5.63 Adhesion

tumor 
P  93.16 92.43 96.12 

     

 

Tab.2 Comparison of computation complexity 

Tissue Index 
Traditional 

level set 
The proposed method

Iteration 

times 
135  20 

Benign 

tumor Accuracy 

rate (%) 
88.59 94.67 

Iteration 

times 
150 20 

Adhesion

tumor Accuracy 

rate (%) 
91.73 96.07 

    

 

A lung tumor segmentation method based on SVM 

and improved level set is proposed. The shape, gray level 

and texture features of lung tumor are available for train-

ing samples, SVM classifier is employed to detect sus-

pected tumor area, area thresholding is adopted to ex-

clude non-tumor, and the level set after gradient modifi-
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cation is used to realize lung tumor segmentation. Ex-

perimental results show that this method can fast and 

accurately segment benign tumors with uneven gray or 

fuzzy edge and malignant adhering tumors. But when the 

tumor and surrounding tissue are completely infiltrated, 

tumor features and details may be relatively weak, so 

further researches are needed in the feature extraction 

with improved SVM model to improve the segmentation 

accuracy. 
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